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Abstract This paper deals with the approximate approach to the \( p \)-median problem, which constitutes a background for the public service system design. The real instances are characterized by thousands of possible service center locations. The attempts at exact solving of these problems often fail due to enormous computational time or huge memory demands, when the location-allocation model is used. The presented approach uses an approximation of a common distance by some pre-determined distances given by so-called dividing points. Covering formulation of the problem enables the implementation of the solving technique in the frame of commercial optimization software to obtain near-optimal solution in a short term. As the deployment of the dividing points influences the accuracy of the solution, we have developed the sequential method of dividing point deployment. The main goal of this study is to explore the effectiveness of suggested approximate method measured by the solution accuracy in comparison to the saved computational time.
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1. Introduction

Designing of almost any public service system includes determination of some centers, from which the associated service is distributed to all users of the system (Current et al. 2002; Janáček et al. 2010; Jánošíková 2007). The service providing must be concentrated to a limited number of the centers due to the economic and technological reasons, which follows from indivisibility of facilities necessary for the service. Regardless of the case, whether the service is delivered to users or the users travel for the service to the nearest center, the communication between the user and the service provider is performed via a transportation network, which covers the serviced area.

Thus the public service system structure is formed by deployment of limited number of service centers and the associated objective is to minimize social costs which are proportional to the distances between serviced objects and the nearest service centers. Mathematical models of the public service system design problem are often related to the \( p \)-median problem, where the number of serviced users takes the value of several
thousands and the number of possible service center locations can take this value as well. The number of possible service center locations seriously impacts the computational time (Janáčková and Szendreyová 2006). The necessity of solving large instances of the $p$-median problem has led to the approximate approach, which enables us to solve real-sized instances in admissible time (Janáček and Kvet 2011a,b).

There were developed at least two approximate approaches in the past to avoid introducing vast structure of allocation variables for each pair of possible service center location and service user. Both approaches were based on so called radial model, in which a user is not assigned to a concrete center location, but there is only recognized whether some service center is or is not located in a given radius from the user. The first approach forms a particular finite system of radii for each user according to distances from the user to possible service center locations (see Avella et al. 2007; Cornujelos et al. 1980; García et al. 2011).

The second approach discussed and improved in this paper forms one common system of radii based on a set of so-called dividing points, which are employed to estimate the distances between users and the nearest service centers (see Janáček 2008). The dividing points are deployed in the range of the network distance values between possible service centers and user locations. The deployment of dividing points impacts the deviation of the approximate objective function from the original objective function of the $p$-median problem. The dividing points can be determined so that the expected deviation is minimized and the deviation is expressed using so called distance value relevance (Janáček and Kvet 2012). The distance value relevance expresses the strength of expectation that the distance belongs to searched optimal solution of the $p$-median problem.

Furthermore, we took into account a usual position of a common public service system designer, who faces the necessity to submit complete design in a short term. This situation excludes the long term development of a special software for this purpose. This is why we concentrate our effort on such approach, which can be implemented in the frame of a commercial optimization software and thus enables a common designer to obtain a near-optimal solution of the designed public service system in a short term.

The presented approach pays for shorter computational time or smaller computer memory demand by a loss of accuracy. The accuracy can be improved by the convenient determination of the dividing points, which are used in the objective function approximation. The suggested sequential approach to the dividing points determination proved to be suitable not only for obtaining a good solution of the problem, but also for gaining a good lower bound of the unknown optimal solution (Janáček 2011). The experiments with solving very large instances by the approximate approach gave enormous precise results, which differed from the exact solution by less than one percent. Unfortunately, the computational time necessary for the lower bound determination was very high. In this contribution, we focus on this phenomenon and suggest a “trade-off” the accuracy for shorter computational time.
2. Sequential approach to the \( p \)-median problem

The \( p \)-median problem is formulated as the task of determination of at most \( p \) network nodes as service center locations so that the sum of distances between each node-user location and the nearest service center is minimal. To describe the \( p \)-median problem on a network we denote the set of serviced users by \( J \), similarly, we denote the set of possible center locations by \( I \). The network distance between the possible center location \( i \) and the user \( j \) from \( J \) is denoted as \( d_{ij} \). The basic decisions in any solving process of the \( p \)-median problem concern location of centers at possible center location from the set \( I \).

To model these decisions at particular location \( i \), we introduce a zero-one variable \( y_i \in \{0,1\} \), which takes the value of 1, if a center should be located at the location \( i \), and which takes the value of 0 otherwise. The discussed approximate approach is based on the relaxation of the assignment of the user to the nearest service center. The distance between the user and the nearest service center is approximated unless the service center must be identified. To obtain an upper or a lower bound on the range \( x_i \) of possible center locations by \( I \), which takes the value of 1, if a center should be located at the location \( i \) and it takes the value of 0 otherwise. Then \( d_i \) is equal to 1, if the distance \( d_{ij} \) between the user \( j \) and the possible location \( i \) is less or equal to \( D_k \), otherwise \( d_{ij} \) is equal to 0. Then the covering-type model can be formulated as follows:

\[
\begin{align*}
\min & \quad \sum_{j \in J} \sum_{k=0}^{r} e_k x_{jk} & \quad (1) \\
\text{s.t.:} & \quad x_{jk} + \sum_{i \in I} a_{ij}^k y_i \geq 1 & \quad \text{for } j \in J \text{ and } k = 0, \ldots, r & \quad (2) \\
& \quad \sum_{i \in I} y_i \leq p & \quad (3) \\
& \quad x_{jk} \geq 0 & \quad \text{for } j \in J \text{ and } k = 0, \ldots, r & \quad (4) \\
& \quad y_i \in \{0,1\} & \quad \text{for } i \in I & \quad (5)
\end{align*}
\]

The objective function (1) gives the upper bound of the sum of original distances. The
constraints (2) ensure that the variables \( x_{jk} \) are enforced to take the value of 1 if there is no center located in radius \( D_k \) from the user \( j \). The constraint (3) limits the number of located service centers by \( p \).

To obtain the lower bound of the objective function value of the optimal solution of the original problem, we realize, that the interval \( (D_k, D_{k+1}) \) given by a pair of succeeding dividing points \( D_k \) and \( D_{k+1} \) contains some elements of the sequence \( d_0 < d_1 < \ldots < d_m \). Let us denote the elements by \( D^1_k, D^2_k, \ldots, D^{r(k)}_k \). The elements are strictly greater than \( D_k \) and less or equal to \( D_{k+1} \). If a distance \( d \) between a user and a possible center location belongs to the interval \( (D_k, D_{k+1}) \), then the maximal possible deviation of \( d \) from the lower estimation \( D^1_k \) is \( D_{k+1} - D^1_k \). As the variable \( x_{jk} \) from the model (1)–(5) takes the value of 1, if the distance from the user \( j \in J \) to the nearest located center is greater than \( D_k \) and this variable takes the value of 0 otherwise, we can redefine the zone coefficients \( e_k \) in accordance to \( e_0 = D_0^1 - D_0 \) and \( e_k = D^1_k - D^1_{k-1} \) for \( k = 1, \ldots, r \). Then the expression \( e_0 x_{j0} + e_1 x_{j1} + \ldots + e_r x_{jr} \) is the lower approximation of \( d_j \), which corresponds to the distance of the serviced node \( j \) from the nearest located center \( i \). The redefined objective function value of the optimal solution gives the lower bound of the original problem (Janáček 2011). Having solved both problems, the better of two obtained solutions concerning the original objective function gives the resulting solution.

The number \( r \) influences the size of the covering model (1)–(5) and the deployment of the dividing points influences the accuracy of the associated result. The dividing points can be chosen from the set of values \( d_0 < d_1 < \ldots < d_m \) of the distance matrix \( \{d_{ij}\} \), where \( D_0 = d_0 \) and \( D_m = d_m \). Let the value \( d_h \) have a frequency \( N_h \) of its occurrence in the matrix \( \{d_{ij}\} \). In suggested approximate approach, we start from the hypothesis, that the distance \( d_h \) from the sequence \( d_0 < d_1 < \ldots < d_m \) occurs in the resulting solution \( n_h \) times and that is why the deviation of this distance from its approximation encumbers the total deviation proportionally to \( n_h \). If a relevance \( n_h \) of each \( d_h \) is estimated, we could minimize the deviation using other series of dividing points obtained by solving the following problem:

\[
\min \sum_{t=0}^{m-1} \sum_{h=t}^{m-1} (d_{h+1} - d_{t+1}) n_{h+1} z_{h,t} \quad (6)
\]

\[
\text{s.t.:} \quad z_{h(t+1)} \leq z_{h,t} \quad \text{for } t = 0, \ldots, m-1 \text{ and } h = t, \ldots, m-1 \quad (7)
\]

\[
\sum_{t=0}^{h} z_{h,t} = 1 \quad \text{for } h = 0, \ldots, m-1 \quad (8)
\]

\[
\sum_{t=1}^{m-1} z_{t,t-1} = r \quad (9)
\]

\[
z_{h,t} \in \{0, 1\} \quad \text{for } t = 0, \ldots, m-1 \text{ and } h = t, \ldots, m \quad (10)
\]

If the distance \( d_h \) belongs to the interval starting with a possible dividing point \( d_t \), then the decision variable \( z_{h,t} \) takes the value of 1. Link-up constraints (7) ensure that the distance \( d_{h+1} \) can belong to the interval starting with \( d_t \) only if each distance between \( d_{h+1} \) and \( d_t \) belongs to this interval. Constraints (8) assure that each distance \( d_h \) belongs to some interval and the constraint (9) enables that only \( r \) dividing points will
be chosen. After the problem (6)–(10) is solved, the nonzero values of $z_{jt}$ indicate the distances $d_t$ which correspond with the dividing points for the lower bounding process. The sequential zone adjustment method is based on the idea of making the estimation of individual distance $d_h$ relevance $n_h$ more and more accurate. The distance relevance represents here some measure of our expectation that this distance value is the distance between a user and the nearest located service center, but this estimation is improved step by step (Janáček and Kvet 2011b, 2012).

The initial relevance estimation is related to the frequency $N_h$ of $d_h$ occurrence. To make the relevance estimation more realistic, we suggest making use of the optimal solution of the approximate problem described by (1)–(5) and (6)–(10). Assuming that the optimal solution of the approximate problem is known, especially knowing which $y_i$ is equal to one, only the associated rows of the matrix $\{d_{ij}\}$ are taken as so called active rows. Then each column of this matrix is processed and the minimal value over the active rows is included into the set of relevant distances and their occurrence frequencies. Thus a new sequence of the distance frequencies $n_k$ is obtained. The first and last distances $d_0$ and $d_m$ are taken from the former sequence. The new sequence is used in the problem (6)–(10) and the optimal solution of the problem yields a new set of the dividing points. Based on this new dividing points set, the sequence of zones is readjust and for new zone sequence the approximate problems are resolved. This process can be repeated until the stopping criterion is met (Janáček and Kvet 2012).

3. Stopping rule and lower bound computational time

The above approach was tested on the pool of benchmarks, which size varied from 1 to 17 hundreds of possible service center locations. Solved instances of the problem were obtained from the OR-Lib set of the $p$-median problem instances (Beasley 1990). This pool of benchmarks was enlarged by instances obtained from Slovak road network (Janáček and Kvet 2012; Janáčková and Szendreyová 2006). The cardinality of $I$ exceeds the number of 900 in these new instances. The cardinality of $J$ is the same as the cardinality of $I$ and the maximal number $p$ of located service centers was chosen so that the ratio of $|I|$ to $p$ was 2, 3, 4, 5, 10 and 20. The number of dividing points $r$ was set to the value of 20 for each solved instance and also the same stopping criterion was used to terminate the main loop, which performs individual iterations. The stopping criterion combines conditions of reaching maximal number 10 of performed iterations and performing only one iteration without improving the lower bound.

As shown in the Table 1 (see the row Orig_Gap) and on the Figure 1 (see the curve Orig_CT), this approach proved to be very efficient as concerns the accuracy, but the demanded computational time was unstable and extremely high. This phenomenon evoked to us the idea to make a “trade-off” between the excellent accuracy and the high computational time of the approach (Kvet and Janáček 2012). This compromise was achieved by the adjustment of the stopping criterion, where reaching of a tolerable deviation below two percent of the best found solution is taken as the third condition for the loop termination.

The approach has been tested on the pool of benchmarks and the associated results
Table 1. Average gaps between the best found solutions and the associated lower bounds in percent of the best found solution

<table>
<thead>
<tr>
<th></th>
<th>100</th>
<th>300</th>
<th>500</th>
<th>700</th>
<th>900</th>
<th>1100</th>
<th>1300</th>
<th>1500</th>
<th>1700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig.Gap</td>
<td>4.20</td>
<td>2.12</td>
<td>0.75</td>
<td>0.25</td>
<td>0.10</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.13</td>
</tr>
<tr>
<td>Stop.Gap</td>
<td>4.20</td>
<td>2.12</td>
<td>0.80</td>
<td>0.36</td>
<td>0.20</td>
<td>0.17</td>
<td>0.24</td>
<td>0.21</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Source: Kvet and Janáček (2012)

Comparing reported results we can conclude, that the attempt at the trade-off proved to be successful in considerable reduction of computational time under small loss of accuracy.

4. Comprehensive lower and upper approach

In the resulting suggested comprehensive approach based on the mentioned stopping criterion, we make use of the lower bound approach as concerns the dividing point determination. It means that we started with the frequency $N_h$ of $d_h$ occurrence and set the initial relevance at $n_h$ given by the expression (11), where $T$ is a positive parameter.

$$n_h = N_h e^{-\frac{d_h}{T}} \quad \forall h = 0, 1, \ldots, m$$  

(11)
Then the problem (6)–(10) was solved and the initial sequence of dividing points was found. This sequence was used both for the lower bound and upper bound computational processes, where both processes employed the model (1)–(5), each of them did it with the specific zone width coefficients $e_k$ and $e_l$ respectively. The best found solution was initialized by the solution, which had lower value of the original objective function. The lower bound solution was used to determine new values of $n_h$ and the process was repeated until the stopping criterion was met. The stopping criterion in the comprehensive approach includes condition that the process is to be stopped whenever the gap between the original objective function value of the best found solution and the highest value of obtained lower bound is less than a given percentage. The best found solution value corresponds to hundred percent. In addition, it combines conditions of reaching maximal number 10 of performed iterations and performing only one iteration without improving the lower bound.

5. Numerical experiments

The original and comprehensive approaches were tested on the pool of instances (Janáček and Kvet 2012), which size varied from 1 to 17 hundreds of possible center locations. The number of dividing points $r$ was fixed to the value of 20 in all solved instances and the parameter $T$ was fixed at the value of 1. The maximal gap from the stopping criterion was set to 2 percent of the best found solution. All experiments were performed using the optimization software FICO Xpress 7.2 (64-bit, release 2011). The associated code was run on a PC equipped with the Intel®Core™i7 2630QM processor with the parameters: 2.0 GHz and 8 GB RAM.

Both approaches have been tested on the pool of benchmarks and the associated results are plotted in Table 2 and Table 3. Table 2 contains average gaps between the best found solutions and the associated lower bounds in percentage of the best found solution values both for the original approach ($\text{Orig\_Gap}$) and for the comprehensive

| $|I|$  | 100  | 300  | 500  | 700  | 900  | 1100 | 1300 | 1500 | 1700 |
|------|------|------|------|------|------|------|------|------|------|
| Orig\_Gap | 3.23 | 1.98 | 0.69 | 0.34 | 0.19 | 0.16 | 0.16 | 0.10 | 0.26 |
| Comp\_Gap | 3.26 | 2.12 | 0.68 | 0.34 | 0.20 | 0.21 | 0.24 | 0.21 | 0.33 |

Table 2. Average gaps between the best found solutions and the associated lower bounds in percent of the best found solution

| $|I|$  | 100  | 300  | 500  | 700  | 900  | 1100 | 1300 | 1500 | 1700 |
|------|------|------|------|------|------|------|------|------|------|
| Orig\_CT | 24.6 | 11.6 | 30.3 | 98.8 | 21.2 | 36.7 | 52.5 | 62.7 | 125.9 |
| Comp\_CT | 24.1 | 12.9 | 22.4 | 94.6 | 23.2 | 28.9 | 49.3 | 57.3 | 99.4 |

Table 3. Average computational times in seconds of the original and comprehensive approaches
one (*Comp.Gap*). Each column corresponds to experiments performed with six benchmarks, where each one has the same size reported in the head of the table. The rows are denoted by the corresponding prefixes and this notation is also used in Table 3, where the average computational times (*CT*) on the benchmark sizes are depicted.

Comparing the results in Table 2 we can conclude that suggested comprehensive approach is able to solve the instances almost at the same accuracy as the original approach. Taking into account that the stopping criterion includes the condition that the computational process terminates whenever the gap is less than two percent, the differences of entries for $|I| \geq 500$ are a consequence of randomness. Some significant differences can be observed in Table 3 between the computational times, especially for bigger instances. From this point of view the comprehensive approach tightly wins.

6. Conclusions

We have introduced the comprehensive approximate approach, which yields a near-optimal solution of the public service system design for large instances in admissible computational time. In addition, this approach provides a lower bound on the optimal solution and thus enables to determine the maximal possible deviation of the unknown optimal objective function value from the objective function value of the found solution. Another contribution from the algorithmic point of view is that the suggested approach is more compact, i.e. one step consists of three optimization processes instead of four optimizations, which are included in one step of the original approach.
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